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A Trustworthy Information Society
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Expectations for data utilization in society are rising, with applications such as improving security and productivity in
factories and hospitals using data from sensors, increasing harvests in agriculture and fishery using simulations that
assimilate data, and more. However, concems and suspicions also abound. Among them is the fear that important
data, including those which are private, are increasingly monopolized by a handful of for-profit corporations and used
in a way that might lead to implicit biases and discrimination; there is also the fear that data may be used by authorities
for unjust censorship. It has never been more important for us academics to recognize our public roles and transparently
manage our own IT infrastructures for data processing and simulations. In doing so, we thereby take on the role of
educational experts who are central roles to developing a trustworthy data-utilizing society with our strong technical
backgrounds and high ethical standards.

The Information Technology Center at the University of Tokyo is an institution that acts as the foundation for this
work. It has four cooperating divisions actively engaged in fundamental and practical research: the Campus-wide
Computing Research Division, Data Science Research Division, Network Research Division, and Supercomputing
Research Division. The Information Technology Center's mission is to design, procure, and stably operate the
university- and nation-wide infrastructures critical for research and education. In addition, it acts as the core institute
of the Joint Usage/Research Center for Interdisciplinary Large-scale Information Infrastructure (JHPCN), a network
of eight academic centers that contribute massive computing resources extensively to Japan and the world.

We have been building cutting-edge computer systems that are among the largest in the world and making them
available to researchers both inside and outside the university. We have been taking the problems we face and insights .
we draw along the way and carrying them on to the next development cycle. Such activities are possible only because J : L ﬁ:'ijti ‘I\%iﬁ%%‘{z Ve E Eﬂ(ﬁ@iﬂﬁﬂ
we make an effort to stay on the cutting-edge of technology. Continuing this synergy between development and ' r
feedback from service operations is our important theme. . i Professor Ke g Taura

Operating large-scale, cutting-edge infrastructure is always a challenge, and we firmly believe it is our continued i Director of Information TeChnO|Ogy Center
commitment to this challenge that allows us to develop future technologies and experts. The Unive I’Sity of To kyO
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The information infrastructure provided by
the four divisions in the ITC for educational and
academic research activities includes

@ Over 1,300 desktop computers for educational use across three campuses.

@ Web, e-mail, DNS hosting services for the campus.

© Integrated Supercomputer System for Data Analysis and Scientific Simulations (Reedbush-U/H) and
Supercomputer System with Accelerators for Long-term Executions (Reedbush-L), which have an
aggregated theoretical peak performance of 3.36 PFLOPS with 496 GPUs.

@ 100 Gbps network connections to the Scientific Information NETwork (SINET) and Widely Integrated
Distributed Environment (WIDE) projects, which are overseen by a consortium of academic and industrial partners.
Q
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@ Servers that host a scientific information repository and a library of digitally scanned rare books.

@ Many-core-based Large-scale Supercomputer System (Oakforest-PACS), with a theoretical peak performance of
25 PFLOPS, designed and operated by the Joint Center for Advanced High Performance Computing (JCAHPC,
a collaboration between the University of Tokyo and University of Tsukuba).
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National Astronomical Observatory of Japan
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@ Massively Parallel Supercomputer System (Oakbridge-CX), with a theoretical peak performance of 6.61 PFLOPS. High Energy Accelerator Laboratory
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Providing Information Infrastructure for the Students and Faculty

Campuswide Computing

Research Division

The Campuswide Computing Research Division designs and builds the educational computing infrastructure throughout

the university campus. The division also conducts research on important information infrastructure topics.
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Photo: Educational Campuswide Computing System at Komaba campus

Over 1,300 personal computers are deployed across the Hongo, Komaba, and
Kashiwa campuses. These computers are used for programming classes and
for word processing and spreadsheet applications. In addition, mathematical
and statistical analysis, computer-aided design, and other specialized software

packages are also available.
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Information Infrastructures that Empower Users

To enable everyone to utilize the power of computers to the maximum of their
abilities, the University of Tokyo provides rich computer education and a
large-scale information processing infrastructure on campus since the early
1970s. Currently, the Educational Campuswide Computing System (ECCS)
comprises more than 1,300 personal computers distributed across the
Hongo, Komaba, and Kashiwa campuses, which are also accessible to
registered users from anywhere. The computers comprising the ECCS are used
not only during programming and computer science classes, but also for
computer-aided design and numerical processing applications, and by students
studying on their own. The ECCS also provides web, e-mail, and DNS hosting
services for publishing and exchanging academic information via the campus
intranet.

With the ECCS providing computing power for a wide range of academic
projects and a student body and faculty of over 30,000 individuals covering five
campuses, maintaining an efficient, solid platform in a dynamically changing
information technology environment provides various unique challenges.
Therefore, one of the ongoing missions of the division is to review and assess
solutions to these challenges and then share our findings with the general
public. We also conduct research into various aspects of information infrastruc-
ture with the goal of providing enhanced computing performance with a more

user-friendly interface.

Research Subjects 1
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*Programming Languages

This division conducts research on how to design and implement software programming
languages and on programming environments to improve the reliability, security and
availability of programmed software.Developing testing and verification methods to confirm
the completeness and correctness of secure networking communication protocols, is also

another important area of our research.

*Game Programming

Games that have a concrete set of rules, such as chess and shogi (Japanese chess), are
ideal study topics for data processing. By trying to solve these games, we have contributed
to improvements in algorithm design, search logic, and machine learning. In 2013, through
a joint research project into computer shogi software, we produced GPS Shogi, which

subsequently beat a human master-level shogi player in a tournament setting.

+Systems Software

BitVisor is a hypervisor (computer software that creates and controls virtual machines
between a computer’s operating system and its hardware) that has been developed under
the system software research group. In addition to Secure VM, a virtual machine that
provides system security, additional research on fundamental VM technologies in building a

cloud platform environment has recently been initiated. = p.18

+Education Support Systems

The division is currently developing learning management systems and various other
education support systems. Our unique developments include systems that use machine
learning methodologies to automatically extract the abstracts of what students can expect
to learn in a specific division or major from the list of individual course syllabuses provided

for that division.

*Network Technologies for Edge Computing
This division conducts research on networking technologies for Edge Computing. Edge
Computing aims to provide multiple services on the edge of mobile networks to improve user

experiences.
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Mining for Value Concealed within Data

Nowadays, a huge volume of digital data is gathered from natural as
well as artificial sources, including weather and seismic monitoring
data, human and vehicle mobility data, and social activity data
including business transactions, medical care, and so on. Digitally
archiving historic documents and records at risk of dissipation also
produces digital data. In these cases, digitization secures and
enhances the value of knowledge by making it accessible regardless
of physical distance. There is also a lot of new digital data being
created, including web pages, social networks, academic papers,
and so on.

Advances in data analysis and modeling techniques, most notably
machine learmning, allow us to extract more meaningful and interpreta-
ble information from data and networking technology. This makes it
possible to combine information from various sources. Data science
is about turning raw data from a stream of digits into valuable insights
and knowledge. Data science is also closely related to advances
in high performance computing technologies, including high
performance processors, storage and networking, big data analytics,
deep learning numerical algorithms, and so on.

The Data Science Research Division was established at the end of
2018, replacing the Academic Information Science Research
Division. In addition to research on data science, it will be taking a
leadership role for designing and building a national infrastructure for

data science research community. It will also continue to closely

e

collaborate with the General Library on the digital archiving project

esearc

+Development and Use of Digital Archives
We develop digital archives for academic research resources and investigate methodolo-
gies for creating, preserving, and providing data. We also aim to contribute new

knowledge by using digital archives and information technology for humanities research.

*Modeling and Predicting Human Mobility with Data Integration and Machine Learning

Our research integrates and analyzes people’s locations, obtained from mobile phone
location data, and digitized urban transportation network data. We combine these data
with next-generation Al technology (deep learning, reinforcement learning, ensemble
learning, etc.) to predict the flow of people who move moment by moment using
numerous means of transportation. The prediction information can be useful for various
purposes such as transportation system control, emergency management, aid in the
event of a disaster, strategies for preventing the spread of infectious diseases, and
determining the most appropriate arrangement of medical resources. We are particularly

focused on modeling and simulation techniques that will enable this sort of prediction.
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The critical Link of Information between the University and Society

Designing a Next-generation
Networking Infrastructure

The Internet was introduced to Japan in 1986 as an experi-
mental network connecting three universities-the University of
Tokyo Information Technology Center (previously known as the
University of Tokyo Computer Center), Keio University, and
Tokyo Institute of Technology. Since then, the Internet has
grown into a huge network of people and devices, which today
we cannot imagine life without.

The Network Research Division conducts research into
next-generation network infrastructure by examining both
fundamental and advanced research topics. The division is also
responsible for designing and implementing the university’s
intra-university network system, UTNET.  This network
connects the Hongo, Komaba, Kashiwa, Nakano and
Shirogane campuses to the multiple research facilities spread all
over Japan. There are frequent and random change requests to
the network infrastructure. In addition to that, each campus,
each research facility has their own special requirements, so the
Network Research Division has to solve the complex issue of
being both flexible and agile while keeping the infrastructure

consistent and secure.

Research Subjects 1

*Improving Communication Networks and their Applications
In network communication, various factors affect communication quality, such as an increase
in concurrent users and an increase in RTT for long distance transmission. We are research-

ing basic technologies for applications to improve networks.

*Internet Trust Technology

To ensure mutual trust on the Internet, we research authentication and security evaluation
technologies, which are based on verifying the mathematical validity of operation software
and protocol. We also use this technology to research anomaly detection and audits to create
a trust framework that can serve as a part of our social infrastructure. We are applying some

of our research to projects in the domestic and international fields.

+User Interface for Enhancing the Experience of Dalily Life
We use augmented reality that merges real and virtual worlds to research and develop
interaction technology, as well as multi-modal/cross-modal interfaces that use various

senses such as visual, audio, tactile, and taste.

+Detecting Cyber Security Threats and Assisting Incident Responses with Deep Learning
We aim to establish methods for detecting cyber threats and attackers' behavior and
assisting incident responses by using deep learning methodologies to analyze various types

of big data datasets.

*Network Virtualization
We are researching and developing network technologies in virtual environments such as
cloud computing. We are currently focused on software-defined networking and improving

the network performance of general-purpose operating systems.

*The ASANO System = p.20

We are researching and developing systems that can immediately provide the networks
accessing the resources with security functions at any place using overlay network technolo-
gy (SD-WAN).
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<Security Informatics Initiatives >

Security Informatics Initiatives (SI) was established in
the Technology Center (ITC) on October 1st, 2018 to
conduct practical cybersecurity research activities
based on knowledge obtained through the UTNET. SlI
works to maximize the potential of the cybersecurity
surrounding the research activities at the ITC by finding
the signs of cyber-attacks and enabling an early
warning. The ITC is also a founding member of the
Security Informatics Education and Research Center,
which was established as a collaborative research
organization of the University of Tokyo on February
1st, 2019.

Network Research Division

[BEE:F+ /S RAOED RV DHT7 71/ EE] Photo: Bunches of optical fibers running through a building on campus
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The Network Research Division conducts research into the fundamental aspects and advanced applications of network technologies. e boC. B A Dy k75 (UTNET) SR & fCLog,  around campus, compose the University of Tokyo network, UTNET. It is important
The division also manages the university’s network infrastructure that connects several research facilities and five campuses. e BB H A DEE vy NJ— oAV T 5T 2 network infrastructure that supports research and education
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Supercomputing—Making the Impossible Possible
Supercomputing Research Division

The Supercomputing Research Division is conducting research on hardware, software, algorithms and applications

on next-generation supercomputers. The division also provides supercomputing services as the core computing platform

for universities and research facilities throughout Japan.
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[ZE: Oakforest-PACS]
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Photo: Oakforest-PACS

The Oakforest-PACS supercomputer is composed of 8,208
Intel Xeon Phi (Knights Landing) computing nodes with 68
processor cores. lts theoretical peak performance is 25

PFLOPS, and it has a total memory capacity of 919 terabytes.
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The Foundation for “Grand Challenge” projects

Supercomputers with O(10%)-O(10%) processors are being used to solve
a variety of applications that require a high number of numerical compu-
tations, such as structural analysis, fluid dynamics, and protein and drug
interactions on a molecular level. We can even examine theories about
the origin of our universe by mapping observable results against simula-
tions of galaxies containing several hundred billion stars colliding with
each other. Supercomputers have become virtual arenas where we can
perform experiments that are impossible in the real world. Computational
simulation is now considered the third pillar of scientific inquiry behind
theory and experimentation.

We take supercomputers to the next level by developing designs
based on repeated verifications of fundamental technology, enhanced
numerical processing program development techniques, and technology
for maintaining and operating complex supercomputer architectures.

The Information Technology Center (ITC) is at the core of Japan's
academic research computing infrastructure, and its supercomputers are
used by almost 2,000 individuals from academia and industry (= p.14).
Current supercomputers are configured from hundreds or thousands of
computers (CPU cores or CPUs) connected together. They require
specialized programming methods to harness their full potential. We
foster these methods by taking part in projects that make programming
skills available to every researcher.

Oakforest-PACS (OFP) is a manycore-based large-scale supercom-
puter that has a peak performance of 256 PFLOPS. It was installed by
the Joint Center for Advanced High Performance Computing (JCAH-
PC), a collaboration between the University of Tokyo and the University
of Tsukuba. When OFP began operating in December 2016, it was
ranked sixth in the TOP500 list, and it remains the largest general-pur-

pose Japanese supercomputer system. Large-scale simulations, such
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as ocean-atmosphere coupling, are now possible on the OFP. This is
one example of how the OFP contributes greatly to advancing new
scientific frontiers. We also operate the Massively Parallel Supercomput-
er System (Oakbridge-CX, with peak performance of 6.61 PFLOPS),
which uses solid-state drives (SSDs) in a subset of compute nodes, the
Integrated Supercomputer System for Data Analysis and Scientific
Simulations (Reedbush-U/H), and the Supercomputer System with
Accelerators for Long-term Executions (Reedbush-L), which has an
aggregated peak performance of 3.36 PFLOPS and uses graphics
processor units (GPUs) as accelerators. These systems are used by
individuals who need to conduct large-scale data analysis, such as those
in the fields of genomics and medical image recognition. Analyzing big
data through data-centric science is emerging as the fourth pillar of
science, with computational science as the third. Our goal is to develop
a new interdisciplinary area of research by collaborating with the users of

our supercomputers.

[ Research Subjects l

+ Application Development Environment, ppOpen-HPC = p.21
ppOpen-HPC is an open-source application-development environment with
numerical processing libraries and auto-tuning feature sets, which allows program-

mers to easily benefit from the power of large-scale supercomputers.

*Next-generation Supercomputers

We are involved in researching the element technologies used in supercomputer
systems to investigate their features, performance, and feasibility for future
generations of supercomputers. We are aiming for exascale performance (100
times the performance of the K-computer) and conducting studies on architecture
and programming methods for utilizing accelerators and experimental deployments

of system software optimized for many-core architecture processors.
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Joint Usage/Research Center for Interdisciplinary
Large-scale Information Infrastructures

A forum where multi-disciplinary researchers can collaborate with a network of specialists

in the field of supercomputers to examine unexplored areas.
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Joint Usage/Research Center for Interdisciplinary Large-scale Information Infrastructure
https://jhpcn-kyoten.itc.u-tokyo.ac.jp/en/

HPCI
https://www.hpci-office.jp/folders/english
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The Information Technology Center acts as the core of the JHPCN (Joint
Usage/Research Center for Interdisciplinary Large-scale Information Infrastructures,
aka Japan High Performance Computing and Networking plus Large-scale Data
Analyzing and Information Systems), which connects computing centers from eight
Japanese universities equipped with supercomputers. This platform's objective is to
provide scientists throughout Japan with the information technology necessary for
them to conduct complex interdisciplinary academic research projects.

Researchers whose projects are adopted by the JHPCN benefit primarily
from the availability of various architectural designs in the eight universities'
super-computing environments and secondarily from working side-by-side with
research scientists of the Information Technology Center, sharing knowledge
and technology to efficiently work with massive-scale computing resources.
The JHPCN's goal is to create a community of scientists from various research
backgrounds and provide an environment for them to collaborate.

In 2012, the High Performance Computing Infrastructure (HPCI) was
established. In it, Japan's flagship supercomputer, the K-computer, and two
large-scale data storage systems were connected to a network of supercomputing
resources established by nine Japanese universities. The centers in the JHPCN
continue to provide their computing resources to the HPCI platform, which in turn has
allowed the JHPCN to make many important discoveries for advancing to the next

level of research results with the additional processing capabilities of the HPCI.
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HWRCLX2EMOFEN %L I2L— 3T 5 Simulating Building Shaking due to Large Earthquakes
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Multi-physics simulations, which combine various physical models, are a promising tool
for simulating certain physical phenomena very efficiently. We see supercomputers used
to their fullest to simulate complex physical phenomena in multi-physics simulations. For
example, the coupled simulation analysis can be used to simulate seismic waves traveling
from the hypocenter of an earthquake and amplifying as they move through complex
underground structures and then to simulate the shaking of buildings that are built on
soft-ground surfaces. The propulsion of the seismic waves is modeled by using the
finite-difference method simulation of equations of motion, whereas the movements of
buildings caused by the earthquake-induced ground motions are modeled by a finite-ele-
ment method simulation. The complete simulation is achieved by coupling the two models
across the points where the calculation results are shared. This simulation program was
developed with the aid of the ppOpen-HPC (= p. 21) libraries for massively parallel

computing.

ERUEICL 2HBOYIaL—Yay
Figure: Coupled Finite Method Earthquake Simulation
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Figure: Simulated Aerial View of Seismic Wave Propagation

(Image courtesy of Takashi Furumura, Earthquake Research Institute, The

University of Tokyo)

METEER D 7w X% fiEEB2>3  Elucidating the Ocean’s Circulation
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Water deep in the North Pacific and Antarctic Oceans gradually ascends as it moves
away from the polar regions and descends at distinct points as it moves toward them.
These movements, the result of changes in temperature and salinity, produce the
large-scale circulation of seawater that is known as the global conveyor belt. An unprece-
dented model has been constructed that simulates interactions between the global
conveyor belt and localized currents by combining a large-scale circulation model and a
small-scale localized model that have different observation targets and calculation
methods. The key breakthrough in constructing the ocean model was the development
of a numerical model with a high parallel efficiency that was suitable for use with a
supercomputer. ppOpen-HPC automatic tuning (= p.21) was essential for optimizing

the numerical model.

TV—rZv FiBOBETE, LHOBEES (Z7V—r I R, AFYa
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Surface current velocity in the Greenland Sea. The fast current to the left of
the Svalbard islands (the land on the right) is a branch of the Gulf Stream
flowing north. The majority of the current slows down and flows into the
Arctic Ocean, while the rest flows south past Greenland.

(Image courtesy of Hiroyasu Hasumi, Atmosphere and Ocean Research

Institute, The University of Tokyo)
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Photo: The Disk Storage
High-speed and large-capacity data storage is essential to

supercomputers, which process massive amounts of data. This

disk storage serves as shared storage for supercomputers not

only in our center but also in research institutes nation-wide.

A single hard disk drive can hold 10 terabytes of data, and the

total capacity of the storage, which accommodating over 5,000

drives, exceeds 40 petabytes of data. Each blinking LED indicates

a hard disk performing operation continually.
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SNRBRRAICLY >IctF a7 RRE{E#EiT — BitVisor

BitVisor—A Secure Virtualization technology that evolved beyond its Original Purpose
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(BitVisor project www.bitvisor.org/)

@BitVisorMfL#ld BitVisor Architecture

BitVisor was originally developed to prevent security vulnerabil-
ities from being exploited on PC desktops. However, the
compact, flexible program has resulted in further use cases.

Hypervisors are pieces of software used to create virtual machine instances
by running bridge function software between the hardware resource layer
and the operating system (OS). BitVisor is a compact, lightweight hypervisor
that prevents information from being stolen from a single personal computer
(PC) OS instance.

When BitVisor is installed on a host personal computer, the network
operation is redirected to a centralized departmental server over a Virtual
Private Network where the server can detect data theft by viruses on the
PC. The data is also encrypted at the 1/0 level on the storage device, which
prevents unauthorized access to information stored on lost or stolen PCs.

Although BitVisor started as a desktop security application, its use has
evolved beyond the original design. Additional features have been developed
to allow users to protect OS images from being overwritten or tampered
with, and it can now be used by developers to test device drivers. BitVisor
has unexpectedly become an efficient centralized OS image installation and
management solution for large network boot system environments.

(BitVisor project: http://www.bitvisor.org/)
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o The advantage of the BitVisor architecture is its fast response,
/H\;gv?alr}e CPU RAM Display [l Speaker il Disk which is achieved by using full-pass-through for devices that
need no interception and para-pass-through for devices that

need monitoring and encryption.
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Data-driven Intelligence and Urban Computing

Data-driven intelligence is based on real big data. A lot of
real-world applications have rapidly emerged, and one of the
representative examples is urban computing, which is based
on city-scale human mobility data.

The rapid development of the Internet of Things, big data, and artificial
intelligence has led to smart cities becoming highly significant research field
as a new research field which would brings great social evolution. Singapore
has developed several smart transportation systems, Sweden has
formulated the Vision 2030 plan, and the Alibaba Group in China has
launched the City Brain Project in Hangzhou.

Human activity in cities produces many kinds of data, such as smart
phone location data, transmission records between mobile phones and base
stations, ambulance dispatch records, disaster information, and data on
infectious disease breakouts. Digitized urban transportation network data
has also been developed. We integrate and analyze these various types of
data. We then combine them with next-generation Al technology (deep
learning, reinforcement learning, ensemble learning, etc.) to predict the flow
of people who move moment by moment using various means of
transportation. This kind of prediction can be used for many purposes such
as transportation system control, emergency management, aid in the event
of a disaster, strategies for preventing the spread of infectious diseases,
and determining the most appropriate arrangement of medical resources.

Recently, as a technique for analyzing the flow of people in a city, we
developed a model that is able to use a short period of observation data of
100,000 people to predict where they will be 30 minutes to an hour later
with high precision. A large amount of observation data is essential for
making accurate predictions, and analysis requires extensive calculations.
Unlike previous methods, this new method does not use month-long
long-term observation data of hundreds of people; rather, given city-scale
short-term observation data, the new method can still achieve accurate
forecasting for the future by making excellent use of deep learning

technology to extract the trend of instantaneous human mobility.

REFREXEDORY)DOFEDRRPIDEICHIFTHAD
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Visualization of human mobility in central Tokyo during the first
six hours after the Great East Japan Earthquake. The prediction
results are in blue at the top, and the corresponding ground
truths are in red at the bottom. The 64-dimensional latent
representations, which were developed by using deep learning at

each timestamp, are in the middle.
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Flexible Network Management System to Support Academic Diversity: the ASANO System

WNEBRER.MNEBIRRYND—JREBEZEZCTHE]
BFICHIATEDLDICT D,

FrUNARYND =D [FMREBBEXADEERZA VTS THY,
MEDTZHDEHEEREN SRFIBHRZTDEFIUT(ZMILT S
MENHIE T, ZICRYNI—TRRBEFI T ARELFENR
ENDEFICHATEDRYND — I ZRIRICIRT T DV AT L2
LTW&ET,

JeER R AREDEF>CRFHEZ T DHBIC. ZTORFBEICLDA
RIINWRBERICT I CATERL DB RV N =TI ZBRICIR TE
FI . FK o FRADRHEER OB E DL HRYNI I ZFHT 25
BICBHAREANICH D T7A )T —N—DPEREREERICERICT IR
TEBRYND—IREZARICRE CEF T BT v/ VRICEF
MofexyhD—OBEBRIFICTRETT,

CDFERBBRYNT—TEEF. SD-WAN (Software Defined
Wide Area Network) EWSHd7ZZFIAL THRFERRFES Nz, ASANO
(Advanced Service and Network Orchestration) ¥ X7 AlZ&k>
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(ASANOY R T Ly https://asano.nc.u-tokyo.ac.jp/)

Q@ASANOVRT LDHER  ASANO system concept
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Providing necessary resources and network environments
anywhere, immediately.

Campus networks are important infrastructures that support research and
education. They are necessary for balancing the freedom required for
research and the security required for protecting confidential information
from attacks. Because of this, the Network Research Division is developing
a system that can provide safe, flexible, and easily accessed networks for
researchers and students.

For example, when researchers gather for a meeting, this system can
instantaneously provide a network that can only be used to access the
meeting materials by people in the conference room. The system can
instantly provide a network environment that allows secure access to file
servers and equipment in the laboratory, even on a public network when
meetings are held outside the university. It is possible to construct a network
that connects multiple locations among different campuses.

We call this flexible network system the Advanced Service and Network
Orchestration (ASANO) system. It was designed and developed using
software-defined wide area network technology.

A user can access resources immediately by selecting the network by
using a web browser or a smartphone application with the ASANO System
Controller on the cloud.

The ASANO system is a model for next-generation campus network
management, and it makes university networks more productive, flexible,
and secure.

(ASANO System: https://asano.nc.u-tokyo.ac.jp/ )
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+Centralized Management by ASANO System Controller
+Flexible and Rapid Network Deployment with Overlay Networking

+Secure Internet Access by Security Functions
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ppOpen-HPC —Making it possible for every Researcher to Program Scientific Calculations
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(ppOpen-HPC http://ppopenhpc.cc.u-tokyo.ac.jp/)

@ ppOpen-HPCOHERMESE Components of the ppOpen-HPC
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ppOpen-HPC is an open-source infrastructure for the
development and execution of large-scale scientific application
programs. It has Takumi no Waza (Craftsmanship of the
Master) pre-programmed into the library for widely used
scientific algorithms and can provide automatic performance
optimization technology at runtime.

Modern-day supercomputers are very complex and comprise numerous
integrated processor nodes. It is a challenge to develop a scientific computa-
tion program that harnesses the full potential of these massive parallel
systems. Optimization parameters such as memory allocation vary depending
on hardware configurations or if there is a numerical process accelerator
available on the processor. To free scientists and engineers from having to
spend time reprogramming every time they examine a new problem or when
there is a change in the computing environment, the ppOpen-HPC infrastruc-
ture has been developed so that computational simulation and other
advanced numerical processing tasks can be easily performed, even with the
growing complexity of today’s supercomputers.

There are five major algorithms commonly adopted by researchers for
scientific calculations. We have programmed the expertise of specialists in
the field into reusable algorithm libraries that are capable of interacting with
each other and have made the program development process far simpler to
conduct. Research is ongoing into monitoring real-time instruction execution
and dynamically processing automatic program tuning, which has long been
a dream for numerical computation programmers. Performance optimization
by coordinating the computers at the nearest network node and backing-up
intermediate results to avoid data loss due to the increased potential for
failure as a consequence of the larger number of nodes are two things vital to
post-peta-scale supercomputing.

(ppOpen-HPC: http://ppopenhpc.cc.u-tokyo.ac.jp/)
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ppOpen-HPC is a collection of program libraries that covers multiple layers from the
application to the systems layer. Fundamental algorithms for scientific calculations,
which are provided as libraries, include Finite Element Method (FEM), Finite
Difference Method (FDM), Finite Volume Method (FVM), Boundary Element Method
(BEM), and Discrete Element Method (DEM)
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Figure: Analysis of a static electric field by using H-matrices
To examine the risk of an individual within a group being hit by lightning,
we divided the surface of the human body into approximately 2.35 million
discrete elements. Whereas a dense matrix would require 42,380
gigabytes of memory, the H-matrix method reduced the memory
requirement to 179 gigabytes. The simulation results (right) show that
electrical charge accumulates at the corners of the group, indicating that
individuals standing at the corners are at the greatest risk of being struck
by lightning.

Algorithms to Make the

Incalculable Calculable

Matrices express the interactions
between objects

The various phenomena around us can be thought of as being
the results of an integrated series of interactions between
objects. By using computer-based matrices, we can simulate
complex phenomena such as the ever-changing weather, the
movement of galaxies, or the transmission of heat and electro-
magnetic waves.

Although phenomena can be described by using elaborate
differential and integral equations, computers are capable of only
very simple calculations such as addition and multiplication. To
conduct a simulation using a matrix, we place the objects being
simulated into detailed grids (or particles) and construct the
matrix by digitizing dominant integrodifferential equations for the
objects in the grids. Matrices can therefore be thought of as tying
one state of an object to another state of the same object.

Exactly how phenomena are expressed as matrices is directly
related to whether or not they can be simulated within a realistic
time frame by using today’s computing power, and much research
has been conducted regarding this issue. Today’s supercomputers
are capable of handling matrices comprising several million to
several tens of billions of elements. Although it is tempting to contin-
ue to create ever-larger matrices to simulate ever-more complex
phenomena, or to improve the resolution of our simulations by
further subdividing phenomena into smaller and smaller elements,
in practical terms, the size of the matrices we can construct is
limited to what can be stored in a computer’s memory. Therefore,
unless the amount of information can be reduced, the best course
of action is to reduce the size of the matrices we use. The hierarchi-
cal matrix (H-matrix) method being researched at the Information
Technology Center is one method for managing matrix size.

Consolidating information
that can be consolidated

Forces that are transmitted over long distances, but whose
influence decays with distance, such as gravity or electromag-
netism, can be expressed by using dense matrices that are
relatively small in size. Dense matrices do not have elements with a
value of zero and therefore consist entirely of elements containing
necessary information. However, the permutations and partitions
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Dense matrix expressing all the interactions between objects
Compressed matrix approximated by using permutation and partition based on H-matrices
Assignment of sub-matrices to individual processors

in the matrices are such that submatrices produced by approxima-
tion will contain less information relative to their size and therefore
take up less space. This is the principle underlying H-matrices.

For example, imagine that we are trying to calculate the interac-
tion between the Earth and the Moon. Strictly speaking, each atom
of the Earth interacts with each atom of the Moon; however, if we
were to create a matrix representing each and every interaction
between each atom, the number of entries in the matrix would soon
become too large to calculate. In reality, however, we do not need
information about all of the interactions between atoms to calculate
the movements of the Moon and the Earth. The two bodies are far
enough apart that the influence of gravity is minimal, and the
direction of interaction between each pair of atoms is essentially the
same. Thus, in practical terms, we can approximate the interac-
tions between the individual atoms and consider the interaction
between the Earth as a whole and the Moon as a whole.

Compared with using dense matrices, larger simulations can
be conducted by using H-matrices created directly from
dominant equations. To conduct these larger simulations, the
H-matrices program developed at the ITC exploits cutting-edge
parallel computer systems. One of the key characteristics of this
program is how it assigns submatrices to individual processors to
increase the speed of calculation.
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